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Abstract 

 
Data security is a primary consideration when users choose 

cloud storage, and it is also an important factor that hinders the 
development of cloud storage. In order to meet the 
requirements of secure storage of user-differentiated data and 
guarantee a good user service experience, we propose a 
multi-level security task scheduling scheme that 
comprehensively considers the data security level, user service 
level, and task waiting time. The scheme adopts the idea of 
multi-level security. The security requirements of different 
security level data are ensured by the key strength of the 
cryptographic algorithm. The mapping between the data 
security level and the key length under the selected 
cryptographic algorithm achieves the task's priority order. 
Scheduling appropriate encryption modules to implement 
differentiated encryption is suitable for cloud storage 
environments where data sensitivity and importance are 
diversified. 
 
Key words: multi-level security, data security level, key length, 
task scheduling; priority 

  
Introduction 

     
Under the background of big data, with the increase of the 

scale of corporate and personal data, cloud storage provides 
new options for data storage and backup. At present, many 
users choose to save files on the cloud, such as Amazon AWS, 
Google Drive, Windows Azure, Ali cloud, Tencent cloud, 
Baidu cloud and so on. Compared with traditional storage 
methods, cloud storage has many advantages, namely, cost 
savings, easy expansion of storage capacity, easily accessed by 
computers, mobile phones, and other terminals at any place that 
can be connected to the Internet. However, cloud storage also 
faces some potential security threats. According to the analysis 
given by well-known organizations such as ENISA, Gartner, 
and CSA, issues such as data security and tenant isolation are 
among the top issues. Among the “Twelve Cloud Security 
Threats” listed by the Cloud Security Alliance in 2016, “Data 
Leakage” ranked first [1]. At the same time, due to system 
vulnerabilities, human leakage, server overload, etc., cloud 
platform data leakage security events happened frequently[2]. 
Data security has become a key factor that restricts the 
promotion and application of cloud storage. 

Research on cloud storage security issues mainly focuses on 
data encryption and storage[3][4], ciphertext access 
control[5][6], and ciphertext search[7]-[10]. This paper mainly 
studies the secure storage of user-differentiated data, and 
proposes a multi-level security task scheduling scheme that 

comprehensively considers the data security level, user service 
level, and task waiting time. The scheduling program runs on a 
heterogeneous multi-core processor, on which data is 
encrypted before it is transmitted to the cloud storage server. 

 
Related Research 

 
Different user roles and different natures of data lead to 

different values and sensitivities of the data; even for the same 
user, the value and sensitivity of the data they own is also 
different [11]. In order to ensure the security of data, a unified 
and indiscriminate encryption storage method is currently used, 
which causes the waste of computing resources and time and 
fails to ensure high security requirements. Therefore, the 
storage of data must be balanced between security requirements 
and performance requirements [12]. 

The cryptographic algorithm relies on the algorithm itself 
and the key to achieve different security strengths. Since the 
algorithm is generally not confidential or even completely 
public, the security of data depends on the security of the key. 
In addition to the physical security of the key, the length of the 
key is the key to security. For a given encryption algorithm, the 
longer the key, the higher the key strength, and the harder to 
crack the ciphertext[13][14]. 

Fine-grained access control based on user classification is 
implemented in literatures [15] and [16]. In [17], the authors 
divide the data into different security levels for encryption 
according to the user's privacy requirements and security level 
definitions. They considered only different encryption 
algorithms for hierarchical protection of data, but not the 
hierarchical protection of files by key strength. 

In [18]-[20], the author designed a real-time task scheduler 
framework to dynamically adjust the security policy of 
scheduled tasks according to the system security level to 
achieve the optimal balance of security and schedulability. A 
task mapping scheduling algorithm for security perception and 
energy awareness is designed in [21], and a security scheduling 
method based on user level or SLA to limit the user's resource 
application is presented in [22][23]. Although these documents 
all take into consideration the security requirements of user 
tasks, none of them has designed a differentiated security 
requirement for user data. 

Aiming at the above problems, we propose a task 
priority-based multi-level security task scheduling scheme for 
heterogeneous multi-core processors in this paper. The scheme 
adopts the idea of multi-level security and defines the security 
level according to the value, privacy, and sensitivity of the file. 
It meets the differentiated security requirements of user data by 
choosing the right encryption algorithm and key length to 
implement differentiated encryption. At the same time, 
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strength level 
ilevelS  corresponding to it is determined. The 

encryption algorithm iEnc  and the key length isize  are 
determined according to the algorithm type itype  and 

ilevelS . 

Step3: Generate an encryption key. According to iEnc  and 

isize , ikey  with the length of isize  is generated. 
Step4: Data encryption. ikey  is used to encrypt the data to 

obtain ciphertext. Encryption can be achieved through 
hardware encryption, software encryption, and network 
encryption. Compared with software encryption, hardware 
encryption has advantages such as fast encryption speed and 
good encryption performance. This paper uses hardware 
encryption to ensure task security. 

 
B. Priority-based Task Scheduling Algorithm 

Based on the priority task scheduling algorithm block 
diagram is shown in Fig.3. 

 

Mapping 
table

Key length
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Cipher 
module
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User datan
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Fig.3. Priority-based task scheduling algorithm 
 

1. Calculation priority. The task priority is determined by the 
user service level and the task waiting time. The priority of the 
i'th task ( )i iTask Q  is defined as: 

1
i i iPriority Prior Wait 
 
   

  
                        (3)  

Where, 
iPrior  indicates the user service level of the task, 

iWait  indicates the waiting time of the task. iPriority  can 
guarantee the service quality of users at different levels, and 
ensure the long waiting tasks can be processed in a timely 
manner. 

2. Define the waiting queue. According to the type of 
encryption algorithm, this paper defines four waiting queues. 
The scheduling module dispatches the data to the 
corresponding waiting queue according to the algorithm 
requirements and waits for the encryption module to perform 
encryption processing. Tasks in the same waiting queue have 
priority, but no priority difference between the waiting queues. 

 
TABLE III 

TASK PRIORITY 
 

task iWait  iPrior      iPriority  
1Task  2 4 

0.5 0.5 

3 

2Task  3 1 2 

3Task  4 3 3.5 

4Task  1 2 1.5 
 
The priority of tasks in the same waiting queue is calculated 

according to (3). Assume the waiting queue of 3DES 
encryption module has four tasks, as shown in Table III. Then 

the scheduling order of tasks is 3Task , 1Task , 2Task , 4Task . 
 

Simulation and analysis 
 

To verify the performance of the proposed multi-level 
security task scheduling algorithm, simulation experiments are 
carried out based on open-source cloud computing simulation 
CloudSim[24]. The task parameter settings are shown in Table 
IV. 

 
TABLE IV 

TASK PARAMETER SETTINGS 
 

task 
parameter 

discription value 

cloudletNum task numbers [0,1000] 
id task id [0,1000] 

ilength  
task length [100,300] 

iWait  
waiting time [0, ]  

iPrior  
user service level [1,4]  

  service level factor [0,1]  
1      waiting time factor 

 
Experiment 1. Comparing the time performance of the RR 

algorithm[25], greedy algorithm, and our algorithm. The 
number of task sets is 50, 100, 150, 200, respectively; 

0.3  , 0.7  . Fig.4 compares the task set completion time; 
Fig.5 compares the average waiting time of the scheduling 
algorithm. 

 
Fig.4. Comparison of task completion time 

 

 
 Fig.5. Comparison of average waiting time 

 
From Fig.4 and Fig.5, we can conclude that the time 

according to the user's service level and task waiting time in the 
usage environment, the priority of tasks is defined to determine 
the sequence of data to be encrypted, and improve the system's 
computing performance. 

 
Priority-based Multi-level Security Task Scheduling 

Scheme 
 

The application scenario of the solution in this paper is 
shown in Fig.1. All terminal users in a LAN share a 
cryptosystem and upload the data to the cloud storage server 
after encrypting the data locally. 

 

Internet

LAN1 LAN2

Cipher 
machine

VPNVPN

Cloud 
memory

Cipher 
machine  

Fig.1. The application scenario 
 
Clients can use a variety of devices such as PCs, tablets, and 

mobile phones to perform data escrow operations. Cipher 
machines encrypt data of local users. To achieve different 
levels of security, block ciphers of 3DES, AES, and SM4 are 
implemented in this paper. The overall structure of the 
cryptosystem is shown in Fig.2. 
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Fig.2. Cipher machine structure 

 
A. Data Security Level and Key Length Mapping 
A.1. Data Security Classification 

Cloud users need to strictly classify their data according to 
national standards and relevant regulations of organization or 
their own needs. According to the degree of importance and 
sensitivity protection requirements of the user data, we divide it 
into four security levels based on its type, as shown in Table I. 

 
TABLE I 

DATA SECURITY LEVEL CLASSIFICATION STANDARD 
 

Security 
Level Security Description Application Scenario 

1 Public Publicly available 
documents, videos, etc. 

2 Low security level, 
privacy and security 

E-mail, company 
policies and standards, 

requirements are not 
high. 

etc. 

3 

Medium security 
level, privacy 
security 
requirements 
medium. 

Intellectual property 
documents, financial 
information, etc. 

4 

High security level, 
high privacy and 
security 
requirements. 

Personal identification 
information, medical 
records, etc. 

 
The security level is contained in the attribute information of 

the data. Data attribute iQ   includes the user of the data, the 
user service level, the security level, the data size, the algorithm 
type, and the creation time. The user service level is determined 
by the cloud service provider according to the service quality 
charging standard. 
 

{ , , , , , }i i i i i i iQ User Prior level length type creat                 (1) 
 
A.2. Key Strength Level 

Key strength is determined by the encryption algorithm and 
its length. According to the correspondence between the key 
length and the key strength of the encryption algorithm, the key 
strength is divided into 4 levels, as shown is Table II. 

 
TABLE II 

SECURITY LEVEL AND KEY LENGTH MAPPING 
 

Cipher Algorithm Properties Key 
Strength 

Level Cipher Key 
Length 

Key 
Strength 

3-DES 112 80~112 1 
168 112 2 

SM4 128 128 3 

AES 
128 128 
192 192 4 256 256 

 
The key strength level is included in the attribute information 

of the algorithm. The attribute iAlg  of the cryptographic 
algorithm includes the cryptographic algorithm, the key length, 
and the key strength level. It is expressed as:  

 
{ , , }

ii i i levelAlg Enc size S                                            (2) 
 
A.3. Data Security Level and Key Length Mapping 

In this paper, block ciphers are used to ensure the security 
efficiency while ensuring the efficiency of encryption. A 
mapping relationship is established based on the data security 
level and the key length that implements the key strength level. 
The specific steps for mapping data security levels and key 
lengths are as follows: 

Step1: Determine the data security level ilevel  according to 
the importance and sensitivity of data 

id  to be encrypted. 
Step2: Determine the key length. According to ilevel , the key 
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strength level 
ilevelS  corresponding to it is determined. The 

encryption algorithm iEnc  and the key length isize  are 
determined according to the algorithm type itype  and 

ilevelS . 

Step3: Generate an encryption key. According to iEnc  and 

isize , ikey  with the length of isize  is generated. 
Step4: Data encryption. ikey  is used to encrypt the data to 

obtain ciphertext. Encryption can be achieved through 
hardware encryption, software encryption, and network 
encryption. Compared with software encryption, hardware 
encryption has advantages such as fast encryption speed and 
good encryption performance. This paper uses hardware 
encryption to ensure task security. 

 
B. Priority-based Task Scheduling Algorithm 

Based on the priority task scheduling algorithm block 
diagram is shown in Fig.3. 
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iWait  indicates the waiting time of the task. iPriority  can 
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according to (3). Assume the waiting queue of 3DES 
encryption module has four tasks, as shown in Table III. Then 

the scheduling order of tasks is 3Task , 1Task , 2Task , 4Task . 
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security task scheduling algorithm, simulation experiments are 
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0.3  , 0.7  . Fig.4 compares the task set completion time; 
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usage environment, the priority of tasks is defined to determine 
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The application scenario of the solution in this paper is 
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A. Data Security Level and Key Length Mapping 
A.1. Data Security Classification 

Cloud users need to strictly classify their data according to 
national standards and relevant regulations of organization or 
their own needs. According to the degree of importance and 
sensitivity protection requirements of the user data, we divide it 
into four security levels based on its type, as shown in Table I. 

 
TABLE I 

DATA SECURITY LEVEL CLASSIFICATION STANDARD 
 

Security 
Level Security Description Application Scenario 

1 Public Publicly available 
documents, videos, etc. 

2 Low security level, 
privacy and security 

E-mail, company 
policies and standards, 

requirements are not 
high. 

etc. 

3 

Medium security 
level, privacy 
security 
requirements 
medium. 

Intellectual property 
documents, financial 
information, etc. 

4 

High security level, 
high privacy and 
security 
requirements. 

Personal identification 
information, medical 
records, etc. 

 
The security level is contained in the attribute information of 
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A.2. Key Strength Level 

Key strength is determined by the encryption algorithm and 
its length. According to the correspondence between the key 
length and the key strength of the encryption algorithm, the key 
strength is divided into 4 levels, as shown is Table II. 
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and the key strength level. It is expressed as:  
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A.3. Data Security Level and Key Length Mapping 

In this paper, block ciphers are used to ensure the security 
efficiency while ensuring the efficiency of encryption. A 
mapping relationship is established based on the data security 
level and the key length that implements the key strength level. 
The specific steps for mapping data security levels and key 
lengths are as follows: 

Step1: Determine the data security level ilevel  according to 
the importance and sensitivity of data 

id  to be encrypted. 
Step2: Determine the key length. According to ilevel , the key 
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performance of our algorithm is better than the RR algorithm, 
and similar with the greedy algorithm. But because the task is 
scheduled according to the priority, the user experience is 
different. The number of tasks is set to 100, the sliding window 
size is 20. The execution result of the task set is shown in Fig.6. 

 
 Fig.6. Comparison of task scheduling sequence 

 
Different from the greedy algorithm scheduling according to 

the task number, the sequence of our schedule is out of order. 
This is because the scheduling algorithm considers the two 
factors of the service level and task waiting time. It is more 
suitable for flexible task scheduling in the cloud computing 
environment. 

Experiment 2. Effect of encryption node processing 
performance on algorithm performance. The number of task 
sets is 50, 100, 150, 200. Speed1 indicates that the processing 
time of one block of the four encryption nodes is 200, speed2 is 
200, 200, 300, and 300 respectively, speed3 is 200, 300, 400, 
500 respectively. The experimental results are shown in Fig.7. 
It can be concluded that with a fixed number of tasks, the 
completion time decreases linearly as the performance of the 
encryption node increases. 

 

 
Fig.7. Relationship between task completion time and node 
performance 
 

Conclusion 
 

A multi-level security task scheduling scheme based on task 
priority is proposed in this paper. By defining the mapping 
relationship between the data security level and the key 
strengths of different encryption algorithms, the scheme 
realizes multi-level security encryption of data. The task 
priority is determined by the user service level and the task 
waiting time. Based on the task scheduling of this priority 
scheduling, more reasonable user services can be achieved and 
a good user experience can be obtained. The simulation results 
show that the scheduling algorithm is better than the RR 
scheduling algorithm and close to the greedy algorithm. By 
adjusting the weight coefficient, the priority of task scheduling 
can be flexibly adjusted. 
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