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Abstract 

 
Aiming at the problems of light changing and face blurring 

in face recognition based on convolution neural network,an 
optimization algorithm of data augmentationt is proposed, 
which uses LeNet and adds pool layer structure to  extract 
face features.After the ORL database is enhanced, the         
training set and the test set are randomly generated for 
expeimental verification. The experimental results show that 
the accuracy of face recognition can reach 100% on the test 
set, and it has good robustness for some degree of 
illumination changes, facial expression changes and face 
blur. 
 
Key words: Convolutional neural network, face recognition, 
data augmentation 
 

Introduction 
 

Face recognition is a key research object in the field of 
pattern recognition. It has broad application prospects in 
attendance, security, monitoring and other aspects. In recent 
years, with the rapid development and application of 
artificial intelligence [1][2] and the Internet of Things 
technology, face recognition technology has become an 
indispensable key technology of the current intelligent 
system. At the same time, it has also become the current 
research hotspot[3][4]. 

 
The research of face recognition began in the 1960s. The 

main achievements are as follows:the method based on 
geometric structure features was proposed by Bledson[5] et 
al, which consider the relative positions of key parts of face, 
such as nose tip, mouth angle as face features.The method is 
simple and less calculation, but the effect of illumination and 
expression change is general. R. Brunelli and T. Poggio[6] 
proposed a template matching method, which realized 
recognition by calculating the autocorrelation between the 
template and the image gray level, but neglected the local 
features, resulting in partial loss of information. M. Turk and 
A. Pentland proposed the method Eigenface [7]. Subspatial 
analysis algorithm Fisherface[8]. Based on artificial neural 
network [9], the method can extract features automatically, 
but the training time is too long. Face recognition method 
based on sparse representation [10][11] is simple to train, but 
it is time-consuming to solve sparse representation in 
practical application. In recent years, deep convolution 
neural network has successfully applied [12] in image 
classification, detection and other fields. Face recognition 
based on deep convolution neural network has opened up a 
new era of face recognition. In 2015, Google's team 
proposed a Facenet face recognition system based on Triplet 
Loss training, which was tested on LFW with 99.63% 

[13].Baidu research institute LFW recognition rate is 99.77%, 
tencent youtu reache 99.8%. Although these teams have a 
high recognition rate, they are based on large databases, 
large platforms for research, not suitable for individuals.In 
the research of face recognition loss function, Sphere Face 
normalizes the features to the projection sphere and designs a 
new loss, which also achieves good results [14].  

 
In this paper, for the application scenarios of small 

platforms and small databases, the convolution neural 
network face recognition algorithm based on data 
augmentation (DACNN) is used to study the face recognition 
problem with different light changes and different blurriness 
of face images. The ORL database is enhanced by using 
image brightness, using image contrast and using image blur. 
At the end of training, face features are tested in the test set 
that generated by DAORL database(merged data 
augmentation  with ORL data). 
 

Convolutional Neural Network Model 
 

The convolutional neural network of this paper has been 
adjusted on the LeNet structure, using data enhancement 
layer, three convolution layers, three pooling layers, two 
fully connected layers and one output layer. The structure of 
the DACNN neural network is shown in Fig.1. 

 

                        
Fig.1 The structure of the DACNN neural network 

 
A. Convolution Layer 

The main function of the convolutional layer is to extract 
picture features, which have the characteristics of local 
perception and sharing weight. The convolution kernel 
parameter is 5x5 and has a step size of 1 in this paper. The 
convolution kernel is randomly initialized by truncated 
normal distribution function, and the bias initialized to zero. 
The mathematical expression is as follows: 
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l represents the current layer, k represents the 

convolution kernel weight, b represents the bias, and jM
represents the feature map. 

 
B. Pooling layer 

Pooling layer has two ways of maximum pooling and 
average pooling. it has the effect of reducing the feature 
graph dimension. it does not have the learning ability and 
does not change the number of feature graphs. In this paper, 
the maximum pooling method is adopted, the pooling size is 
2x2, and the pooling step is 2. 

 
C. Fully Connected Layer  

The fully connected layer not only enhances the ability 
of network nonlinear mapping, but also limits the size of the 
network.The fully connected layers between the same layers 
are independent of each other and are not connected. The 
mathematical expression is as follows:   

 

 
(      2@ 

                                            
              

         (2) 
   n  represents the number of neurons in the upper layer, 

l  represents the current number of layers, l
jiw  represents 

the connection weight between the layer of neurons j  and 
the upper layer of neurons i , l

jb  represents the bias of the 
layer of neurons j . 
 

Network Training 
 

The ORL database has 400 pictures, each with 10 
pictures and variations in facial expression, face size, and 
face posture. All images are 92x112 grayscale picture and the 
background color is black. 95% face images were randomly 
extracted from DAORL database as training set, and the 
remaining 5% face images as test set. The resolution of the 
training set and the test set is preprocessed to 32x32, and the 
normalized values are between 0 and 1. The initial learning 
rate of the network is 0.2. The random gradient descent 
method is used for training, with 120 pictures for each 
training. During the training, the exponential decay learning 
rate, sliding average value and regularized weight method 
are used to optimize the model. The default first layer 
convolutional kernel (c1) is 5. the same reason, c2 is 10 and 
c3 is 15. The DAORL database image example is shown in 
Fig.2. 
 

Experimental Verification And Analysis 
 
A.  Compared LeNet with DACNN 

The all experimental platform of this paper is in 
ubuntu16.04 system, processor lntel(R) Core i7-7700 CPU 
@3.60GHz x 8 processor and graphics card of NVIDIA 
GeForce GTX1080. Experiment with the ORL face database 
on the LeNet structure, the experimental method refers to 
Network Training. Changing number of c1 and c2 
convolution kernels to explore the impact of the network on 
the recognition accuracy, as shown in TABLE Ⅰ, TABLEⅡ. 

 

 

 
Fig. 2 The DAORL database image sample 

 
TABLE Ⅰ.  

THE INFLUENCE OF C1 NUMBER ON NETWORK 
RECOGNITION ACCURACY   

Number of c1 5 7 9 11 13 

Test accuracy of 
LeNet(%) 

92.5 97.5 95 95 95 

Test accuracy of 
DACNN(%) 

100 100 100 100 100 

 
TABLE Ⅱ.  

THE INFLUENCE OF C1 NUMBER ON NETWORK 
RECOGNITION ACCURACY   

Number of c1 12 14 16 18 20 

Test accuracy of 
LeNet(%) 

97.5 85 80 95 95 

Test accuracy of 
DACNN(%) 

100 100 100 100 100 

 
From TABLE Ⅰ and TABLE Ⅱ,we can see that if the 

convolution kernel is too small, the feature extraction is 
insufficient during training. If the convolution kernel is 
overtrained, the parameters that need to be trained will 
increase, and a larger sample library will be needed. 
DACNN uses data enhancement method to enlarge the 
sample and train the neural network more fully under the 
limited samples. 
 
B. Influence Of Brightness And Blur On Network 
Recognition Accuracy 

To further illustrate the effectiveness of the DACNN 
method, the effects of different brightness and blur on 
network performance are explored. Using GaussianBlur to 
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Change the blurriness of the image. which is proportional to 
the blur radius. Using the ImageEnhance module to change 
the brightness of the image, which is proportional to the 
factor. The experimental results are shown in TABLE Ⅲ. 
 

TABLE Ⅲ.  
INFLUENCE OF DIFFERENT BRIGHTNESS AND 

BLUR ON NETWORK RECOGNITION ACCURACY 

（radius, 
factor） 

(1,1.5) (1.5,2) (2,2.5) (2.5,3) (3,3.5) 

Test 
accuracy 
of 
DACNN(%) 

100 100 100 100 98.75 

 
As the brightness and blur of the image increasing, the 

network recognition accuracy will decrease. During training, 
the network cannot effectively extract the features of the 
picture for highlighted and very blurred pictures. 

 
C. Experimental Result 

During the training process of DACNN，the change of the 
loss function has a large gradient within 1000 steps. With the 
training, the weight becomes more and more stable and the 
gradient difference becomes smaller and smaller. As shown 
in Fig. 3. the loss function tends to 0.02 when it exceeds 
3000 steps, so that a higher recognition rate can be achieved 
when the training exceeds 3000. 
 

 
Fig.3 The variation of loss function during DACNN training 

 
D. Comparative Analysis 

After the experiment, to illustrate the validity of 
DACNN structure, I compare it with other algorithms 
applied to ORL database. The correct recognition rate of 
Eigenface[15] algorithm is 97.5%, Fisherface[15] algorithm 
is 98.50%, ICA[15] algorithm is 93.75%, 2DPCA[16] 
algorithm is 98.30, and the DACNN algorithm is 100%, 
which further proves the validity of this algorithm. 

 
 
 

Conclusions 
 

In this paper, a convolutional neural network face 
recognition based on data augmentation is adopted, and the 
recognition accuracy in the test set generated by DAORL can 
be up to 100%, which has good robustness to change and 
blur pictures. Enhancing the database not only improves the 
recognition accuracy of the network, but also improves the 
stability of the network. As the weights of the network are 
initialize with a certain randomness during the training, 
which leads to different weights of network. Under the same 
parameters, the results of different trainings are different, 
Therefore, how to automatically find the optimal solution in 
training process of network is the key content of the next 
step. With the expansion of the database scale and the deeper 
network structure, it is important to automatically find the 
optimal solution in the training process. 
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