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Abstract

This paper proposes an improved A* algorithm based on 
time-window to solve the conflict-free path planning problem 
for Automated Guided Vehicles (AGVs). In particular, a more 
precise estimate of the turning time is introduced so that a more 
accurate prediction of node conflict can be achieved during the 
path planning stage. Furthermore, a more precise estimation of 
heuristic value in the A* evaluation function is introduced in 
which it can further speed up the path searching process as 
some sub-optimal path candidates will not be checked during 
the process.
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Conflict-Free; AGV

Introduction

With the automation of manufacturing and logistics 
operations, unmanned Automated Guided Vehicles (AGVs) are 
now widely used in the warehouse for efficient transfer of 
goods or materials among different workstations by following 
the pre-planned path. An efficient AGV path planning method
not only can find the shortest path between the source and 
destination workstations, but also can avoid the possible 
collision and deadlocks with another AGV while the designated 
AGV is moving along the pre-planned path.

Various conflict-free routing algorithms have been proposed 
in the literature a decade ago [1] [2]. Research on conflict-free 
path planning is still on-going and time-window based method 
is commonly used for multi-AGV conflict-free path planning 
[3] – [10]. In [4], Zhang and Yuan proposed to find all the 
equidistance shortest paths in a rectangular environment map 
by the improved Dijkstra algorithm (as proposed in [3]) and 
then the path which does not conflict with other planned AGV 
paths will be selected. In [5], Yan et al. proposed some rules 
and online control strategies to avoid AGV collision and 
deadlock with both unidirectional and bidirectional paths. In 
[6] [7], Dijkstra algorithm and time- window principle are 
combined to achieve conflict-free path planning. In [8], 
Smolic-Rocak et al. proposed a dynamic routing method which 
uses time windows in a vector form and the predefined 
candidate paths are checked if they are feasible or not. In [9], 
Wang et al. proposed to use an improved A* algorithm in 
path-time model to avoid conflict with other AVG paths. In 
[10], Jia et al. proposed to use an improved A* algorithm 
including turning factor for avoiding conflict with other AVG 
path more accurately.

In this paper, we aim at solving the multi-AGV conflict-free 

path planning problem in which the AGVs are allowed to move 
to and from different pickup / loading workstations along the 
pre-defined grid lines. This mimics the actual situation in the 
warehouse. With our proposed method, it not only can improve 
the accuracy of predicted node collision during the route 
planning stage, but also can improve the efficiency in path 
planning.

In the following, some basic assumptions and the 
environment model of the warehouse are described in Section 
II. Next, the proposed conflict-free path planning algorithm is 
described in Section III. Some examples to show the validity of 
the proposed algorithm are given in Section IV. Finally, a 
conclusion is given in Section V.

Environment Model

In this paper, the environment map of the warehouse is 
described using topological method. The workstations and 
moving paths of AGV are regarded as node - arc structure and 
the topological map describing the work environment of the 
warehouse system is shown in Fig.1

In this map, the node represents the workstation, which can 
be a pickup station or an unload station, etc., numbered as 1, 2, 
3 ... n. A series of arcs that starts from a node and terminates at 
the adjacent node represents the travel path of the AGV. The 
length of the arc represents the distance between two 
workstations.

Here, AGV is only allowed to move along the grid lines and 
is allowed to change direction at the nodes. When AGV 
approaches a node and needs to make a turn, AGV needs to 
decelerate from normal running speed, v, to stationary, then 
rotate itself to new direction, accelerate from stationary to 
normal running speed, v, again and then move along the grid 
line in new direction.
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Fig. 1 Environment map of the warehouse.
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pool had the higher percentage of bad moods  in 
August, September and October, which months 
coincides with the higher percentage of  Sinusoidal 
whistle signals. As shown in the Fig.5(a).The 
proportion of Sinusoidal whistle signal and bad moods 
monthly are draw on the same picture, shown in the 
Fig.7. 

  
Fig7. the proportion of  Sinusoidal whistle signal and bad moods 

As can be seen from the fig7., the peak period of 
dolphins issuing sinusoidal signals is often 
accompanied by bad moods and uncoordinated 
training symptoms. It is presumed that the 
phenomenon may be related to the environment. The 
environment including the pool water temperature 
and salinity were observed and calculated. The result 
of the monthly average temperature and salinity in a 
year are shown in the Fig8.. 

 

（a） 

 

（b） 
Fig8. (a) monthly mean temperature; (b) monthly mean salinity  
From the Fig8.(a), the average temperature from 

June to October is higher, more than 25°C, and the 
average temperature in August is the highest, 
reaching 25.5°C. From fig8. (b), the average salinity 
of August to October is higher than 2.7%.It can also 
found in the Fig5. (b), the distribution of sinusoidal 
signals from August to October is also in the period of 
higher temperature in a day. It can be speculated that 
when the water temperature and salinity are higher, 
the dolphins emitted more sinusoidal signals.  

By lowering the water temperature and regulating 
the salinity of food, the feeding staff found that the 
sinusoidal signal from dolphins actually decreased. It 
proofed that the higher water temperature and 
salinity would stimulate the dolphins to emit more 
sinusoidal signal. The breeder can solve the problem 
by changing water or adjusting the food structure as 

so on. 
CONCLUSION 

According to the above analysis, we can know: 1.by 
above method, the Sinusoidal whistle signal can be 
searched automatically, the correct rate is more than 
80% ; 2. when the water temperature in the pool is 
over 25°C ,both salinity exceeds 2.7%, the captive 
dolphins will emit more Sinusoidal whistle signals, At 
the same time, it shows bad moods ;3. The breeder can 
improve the dolphin moods by changing water or 
adjusting the food structure. In the future work, we 
can further study the sound of dolphins in different 
sea areas in the natural environment, which will be of 
great significance to understanding and mastering 
marine life and marine environment. 
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Suppose some AGVs have been scheduled already (say 
AGV1 has been scheduled) When planning the route of AGV2, 
the schedule and the route of AGV1 remain unchanged, 
whereas the schedule and/or the route of AGV2 will be chosen 
so as to avoid the conflict with the route of AGV1.

Conflict-free Path Planning of AGV Based on Improved
A-Star Algorithm

A. Background
We are now looking for the conflict-free in time domain, 

which is different from the traditional routing algorithms in 
which they are just looking for the shortest distance path from 
starting node to target node. So, here we need to convert the 
traditional path model in which the cost function is in distance 
unit into a path-time model in which the cost function is in time 
unit. Such path-time model is briefly described as follows.

At each node, sets of parameters are registered. Each 
parameter set consists of four elements {atime, dtime, tNode,
no} in which atime represents the arrival time at the node, 
dtime represents the departure time at the node, tNode
represents whether AGV needs to make a turn at this node or 
not (true or false), and no represents AGV identity number. 
Then, the AGV path planning is equivalent to plan the shortest 
time line from the starting node to the target node based on the 
existing time information in the available period.

A* algorithm is a heuristic search algorithm in which it uses a 
heuristic function to estimate the cost from the transit node to 
the destination node. A* algorithm evaluation function can be 
expressed as follows.

( ) * ( ) * ( )f n g n h n= + (1)

Wherein, g*(n) represents the shortest path from starting 
node nstart to the current node n. h*(n) indicates heuristic value 
of the shortest path from current node n to the target node ntarget.

Now, we can change the cost function in travel time as 
follows:

( ) ( ) ( )f n g n h n= + (2)

Wherein, g(n) indicates the earliest time that the AGV can 
enter the node n while h(n) represents the time it takes for AGV 
to move from node n to target node ntarget. A* algorithm will 
evaluate different paths from starting node to target node so as 
to find the path with minimum evaluation cost value.

B. Our Algorithm
In our improved A* algorithm, we propose some ways to 

obtain g(n) and h(n) as accurate as possible by including AGV 
deceleration, rotation, and acceleration in making the turn at 
the node and by considering the actual topology of the 
warehouse. With more accurate g(n), i.e. we can estimate atime
of the AGV at this node, we can detect the possible node 
conflict more accurately during path finding while with more 
accurate h(n), we can speed up the path finding process.

Before detailing our proposed algorithm, the following 
terminology is described first.

At first, let us consider g(n), i.e. the earliest time at which the 
AGV enters node n. By considering different scenarios in 

which AVG needs to make a turn at this current node n and its 
parent node n’, the time T it takes for the AVG to move from 
node n’ to node n can be obtained as follows.

If AGV does not need to make a turn at both node n’ and 
node n, then T is given as follows.

L
T

v
=                                                 (3)

If AGV does not need to make a turn at node n’ but needs to 
make a turn at node n, then T is given as follows.

2

L v
T

v d
= +                        (4)

As AGV needs to decelerate from velocity v to stationary 
when approaching node n.

If AGV needs to make a turn at node n’ but does not need to 
make a turn at node n, then T is given as follows.

2
r

L v
T t

v a
= + +                                   (5)

As AGV needs to make 90-degree turn at node n’ and then 
need to accelerate from stationary to velocity v when leaving 
the node n’.

If AGV needs to make a turn at both node n’ and node n, then 
T is given as follows.

2 2
r

L v v
T t

v a d
= + + +                       (6)

As AGV needs to make 90-degree turn at node n’ and then 
need to accelerate from stationary to velocity v when leaving 
the node n’. When approaching node n, the AGV needs to 
decelerate from velocity v to stationary.

Taking into account of these different turning scenarios at 
node n’ and node n and assuming we know the earliest entering

TABLE I
DESCRIPTION OF NOTATIONS

Notation Description
nstart start node, x y co-ordinates is (xstart , ystart)

ntarget target node, x y co-ordinates is (xtarget , ytarget)
n current node, x y co-ordinates is (xn , yn)

n’ parent node of n
tNode(n), 

tNode(n’)
flag indicates whether AGV needs to make a 
turn at node n and n’

tr AGV 90-degree rotation time
v AGV normal running speed
a AGV acceleration after making a turn
d AGV deceleration before making a turn

La Distance for AGV to accelerate from 
stationary to velocity v

Ld Distance for AGV to decelerate from velocity 
v to stationary

L Distance between two neighboring nodes 
(assumes L > (La + Ld))
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time of AGV at node n’ is g(n’), we can obtain a more accurate 
estimation of g(n) as follows:

( ') if tNode(n') = false and tNode(n) = false

( ') if tNode(n') = false and tNode(n) = true
2

( )

( ') if tNode(n') = true and tNode(n) = false
2

( ') if tNode(n') = true 
2 2

r

r

L
g n

v

L v
g n

v d
g n

L v
g n t

v a

L v v
g n t

v a d

+

+ +

=

+ + +

+ + + + and tNode(n) = true













(7)

Next, let us consider h(n), i.e. the estimation of the time it 
takes for AGV to move from current node n to target node ntarget.
The simplest way to estimate the time is to assume the AGV can 
move directly from current node n to target node ntarget in 
straight line. But in actual warehouse topology, AGV can only 
move along the designated grid line. So, in case node n and 
target node ntarget are not at the same vertical and horizontal 
level, AGV needs to make at least one turn in order to move 
from current node to target node. By taking this into account, 
we can obtain a more accurate estimation of h(n) as follows.

If current node n and target node ntarget are at the same 
horizontal level, then h(n) is given as follows.

( ) target n
x x

h n
v

−
= (8)

If current node n and target node ntarget are at the same 
vertical level, then h(n) is given as follows.

( ) target n
y y

h n
v

−
=           (9)

If current node n and target node ntarget are not at the same 
horizonal and vertical level, then h(n) is given as follows.

( )
2 2

target n target n

r

x x y y v v
h n t

v v a d

− −
= + + + +       (10)

Extra turning time, 
2 2 r
v v t
a d
+ + , is included as AGV 

needs to make at least one turn at an intermediate node in 
moving from current node to target node.

In short, a more accurate estimation of h(n) is given as 
follows.

( )

if ( ) 0

if ( ) 0

otherwise
2 2

target n

target n

target n

target n

target n target n

r

x x
y y

v

y y
h n x x

v

x x y y v v
t

v v a d

−
− =

−
= − =

− −
+ + + +










(11)

C. Conflict Detection

By setting g(n) appropriately, collision avoidance can be 
considered during path planning stage as follows.

Consider two types of conflict in multi-AGV system path 
planning as shown in Fig. 2. The first one is the node conflict as 
shown in Fig. 2a. It happens when registration time windows of 
many AGVs (i.e. the time window as specified by atime, dtime 
of the AGV) coincides at node n1. The solution is allowing 
AGV2 to park and wait, i.e. set g(n1) of AGV2 as the departure 
time of AVG1, so that each AGV registration time window 
does not overlap. The second one is the opposite conflict as 
shown in Fig. 2b. Several AGVs may also be in a path in the 
opposite direction. The solution is to re-plan the path for one of 
the AGVs to avoid the conflict and this can be done by setting
g(n1) of AVG2 as infinity to signify this is an infeasible path.

Algorithm Validation With Examples

As the registration time windows of the AGV play an 
important role in detecting the AGV collision, so the more 
accurate is this registration time window, the more accurate 
will be the collision detection. As the arrival time of the AGV at 
node n can be directly obtained from g(n), by including the 
turning time in computing this g(n) value will also make this 
registration time window more accurate too.

For h(n), our proposed algorithm would make it closer to the 
actual value. If we still use the direct straight path from current 

node to target node in computing this h(n) value, such 
under-estimation of h(n) would make the path finding 
algorithm evaluate more nodes which would not lead to the 
optimal solution. Examples to illustrate this situation are given 

(a) Node conflict can be avoided 
by waiting

(b) Opposite conflict can be 
avoided by re-planning

Fig. 2 Types of Conflict
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Fig. 3 Example 1 in which the under-estimation of h(44) leads to 
sub-optimal path evaluation.
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Suppose some AGVs have been scheduled already (say 
AGV1 has been scheduled) When planning the route of AGV2, 
the schedule and the route of AGV1 remain unchanged, 
whereas the schedule and/or the route of AGV2 will be chosen 
so as to avoid the conflict with the route of AGV1.

Conflict-free Path Planning of AGV Based on Improved
A-Star Algorithm

A. Background
We are now looking for the conflict-free in time domain, 

which is different from the traditional routing algorithms in 
which they are just looking for the shortest distance path from 
starting node to target node. So, here we need to convert the 
traditional path model in which the cost function is in distance 
unit into a path-time model in which the cost function is in time 
unit. Such path-time model is briefly described as follows.

At each node, sets of parameters are registered. Each 
parameter set consists of four elements {atime, dtime, tNode,
no} in which atime represents the arrival time at the node, 
dtime represents the departure time at the node, tNode
represents whether AGV needs to make a turn at this node or 
not (true or false), and no represents AGV identity number. 
Then, the AGV path planning is equivalent to plan the shortest 
time line from the starting node to the target node based on the 
existing time information in the available period.

A* algorithm is a heuristic search algorithm in which it uses a 
heuristic function to estimate the cost from the transit node to 
the destination node. A* algorithm evaluation function can be 
expressed as follows.

( ) * ( ) * ( )f n g n h n= + (1)

Wherein, g*(n) represents the shortest path from starting 
node nstart to the current node n. h*(n) indicates heuristic value 
of the shortest path from current node n to the target node ntarget.

Now, we can change the cost function in travel time as 
follows:

( ) ( ) ( )f n g n h n= + (2)

Wherein, g(n) indicates the earliest time that the AGV can 
enter the node n while h(n) represents the time it takes for AGV 
to move from node n to target node ntarget. A* algorithm will 
evaluate different paths from starting node to target node so as 
to find the path with minimum evaluation cost value.

B. Our Algorithm
In our improved A* algorithm, we propose some ways to 

obtain g(n) and h(n) as accurate as possible by including AGV 
deceleration, rotation, and acceleration in making the turn at 
the node and by considering the actual topology of the 
warehouse. With more accurate g(n), i.e. we can estimate atime
of the AGV at this node, we can detect the possible node 
conflict more accurately during path finding while with more 
accurate h(n), we can speed up the path finding process.

Before detailing our proposed algorithm, the following 
terminology is described first.

At first, let us consider g(n), i.e. the earliest time at which the 
AGV enters node n. By considering different scenarios in 

which AVG needs to make a turn at this current node n and its 
parent node n’, the time T it takes for the AVG to move from 
node n’ to node n can be obtained as follows.

If AGV does not need to make a turn at both node n’ and 
node n, then T is given as follows.

L
T

v
=                                                 (3)

If AGV does not need to make a turn at node n’ but needs to 
make a turn at node n, then T is given as follows.

2

L v
T

v d
= +                        (4)

As AGV needs to decelerate from velocity v to stationary 
when approaching node n.

If AGV needs to make a turn at node n’ but does not need to 
make a turn at node n, then T is given as follows.

2
r

L v
T t

v a
= + +                                   (5)

As AGV needs to make 90-degree turn at node n’ and then 
need to accelerate from stationary to velocity v when leaving 
the node n’.

If AGV needs to make a turn at both node n’ and node n, then 
T is given as follows.

2 2
r

L v v
T t

v a d
= + + +                       (6)

As AGV needs to make 90-degree turn at node n’ and then 
need to accelerate from stationary to velocity v when leaving 
the node n’. When approaching node n, the AGV needs to 
decelerate from velocity v to stationary.

Taking into account of these different turning scenarios at 
node n’ and node n and assuming we know the earliest entering

TABLE I
DESCRIPTION OF NOTATIONS

Notation Description
nstart start node, x y co-ordinates is (xstart , ystart)

ntarget target node, x y co-ordinates is (xtarget , ytarget)
n current node, x y co-ordinates is (xn , yn)

n’ parent node of n
tNode(n), 

tNode(n’)
flag indicates whether AGV needs to make a 
turn at node n and n’

tr AGV 90-degree rotation time
v AGV normal running speed
a AGV acceleration after making a turn
d AGV deceleration before making a turn

La Distance for AGV to accelerate from 
stationary to velocity v

Ld Distance for AGV to decelerate from velocity 
v to stationary

L Distance between two neighboring nodes 
(assumes L > (La + Ld))
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as follows.
With reference to Fig. 3, suppose the target node is node 8, 

and assume at node 1 and node 44, their g(.) values are the same, 
i.e. g(1) = g(44). Without loss of generality, we assume the time 
taken for AGV to move from one node to the neighboring node 
along the grid line is one second. 

In case the direct straight path is used in computing h(.)
values, then h(1) = 7 and h(44) = 6.4, so node 44 will be 
evaluated as f(1) > f(44). But, if we use our proposed method in 
computing h(.) values, these h(.) values will become h(1) = 7
and h(44) = 9. (Here, we do not include turning time which 
does not affect our illustration.) So, this time, node 1 will be 
evaluated instead as we know node 44 will not lead to an 
optimal solution.

Considering another example as shown in Fig. 4, suppose the 
target node is node 8, and assume at node 30 and node 47, their
g(.) values are g(30) = 2.02 and g(47) = 1 respectively.

Again, in case the direct straight path is used in computing 
h(.) values, h(30) = 3.6 and h(47) = 5.1, then f(30) = 5.62 and 
f(47) = 6.1. So, node 30 will be evaluated as f(47) > f(30). But, 
if we use our proposed method in computing h(.) values, these 
h(.) values will become h(30) = 5 and h(47) = 6 and then f(30) =
7.02 and f(47) = 7. So, this time, node 47 will be evaluated 
instead as we know node 30 will not lead to an optimal solution.

Conclusion

In this paper, we proposed a conflict-free path planning of 
AGV based on improved A* algorithm. This proposed 
algorithm includes AGV deceleration, rotation and 
acceleration in making a turn at the node for computing the 
shortest time path. With more accurate estimation of the 
earliest arrival time of the AGV at node n, i.e. g(n), we can 
detect the possible node conflict more accurately during path 
finding. Also, with more accurate estimation of h(n), we can 
speed up the path finding process since we can avoid the 
sub-optimal node evaluation as much as possible.
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Fig. 4 Example 2 in which the under-estimation of h(30) and h(47)
leads to sub-optimal path evaluation.


